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Abstract

NMR is by definition a quantitative spectroscopic tool because the intensity of a resonance line is directly proportional to the number of
resonant nuclei (spins). This fact enables, in principle, a precise determination of the amount of molecular structures and, hence, of substances
in solids as well as liquids. With the increase of sensitivity due to stronger and stronger static magnetic fields including improved electronics
the detection limits have been pushed down significantly. However, the lack of a precise protocol that considers and controls the aspects of
both the measurement procedure as well as the spectra processing and evaluation is responsible for the fact that quantitative investigations o
identical samples in various laboratories may differ severely (deviations up to 90% relative to gravimetric reference values).

Here, a validated protocol for quantitative high resolufiBRNMR using single pulse excitation is described that has been confirmed by
national and international round robin tests. It considers all issues regarding linearity, robustness, specificity, selectivity and accliracy as we
as influences of instrument specific parameters and the data processing and evaluation routines. This procedure was tested by the investigatio
of three different 5-model-compound mixtures. As a result of the round robin tests using the proposed protocol it was found that the maximum
combined measurement uncertainty is 1.5% for a confidence interval of 95%. This applies both for the determination of molar ratios and of
the amount fractions of the various components. Further, the validation was extended to purity determinations of substances as shown for
1,8-epoxyp-menthane (cineole).
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction of high costs for NMR device, particularly due to specific ad-
vantages like, (i) the possibility to determine structures at a
Nuclear magnetic resonance spectroscopy (NMR) is one molecular level, (ii) no need for intensity calibrations in case
of the most important and widespread analytical methods in of determination of ratios (signal area is directly proportional
academic and industrial research. It enables a unique and, irto the number of nuclei), (iii) relatively short measuring times,
principle, quantitative determination of the relative amount (iv) its non-destructive character, (v) no prior isolation of the
of molecular groups, thus offering a tool to quantify entire analyte in a mixture, which means rather easy sample prepa-
molecular structures even in mixtures. The first quantitative ration and handling and (vi) the possibility of a simultaneous
measurements (QNMR) have been described in the literaturedetermination of more than one analyte in a mixture. Despite
in 1963 by Jungnickel and Forbgl and Hollis[2]. In the limited accuracy so far, quantitativel and*C NMR in lig-
first case the intramolecular proton ratios in 26 pure organic uids is used e.g. in pharmaf3~9], in agriculturgd10-13] in
substances have been determined whereas Hollis have ananaterial scienc§l4], for military purposeg$15] etc., where
lyzed the amount fractions of three analytes aspirin, phenace-purity or content determinations of substances are the key is-
tine and caffeine in respective mixtures. Meanwhile, qNMR sues. This development has been accelerated by the substan-
has found widespread applications although the disadvantageial increase of the sensitivity and homogeneity of high-field
NMR spectrometers as well as by modern software pack-
* Corresponding author. ages that allow an accurate and precise data processing and
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In 1998, Janck§l6] and later the committee for chemi-  with Kg as a spectrometer constant. Usually the NMR signal
cal measurements (CoraitConsultatif pour la Quanétde ofasingle substance consists of several resonance lines. How-
Matiere, CCQM)[17,18] have discussed the potential of ever,itis sufficientto selectasingle resonance line specific for
gNMR as a primary method according to the definition of the this sample composition. In this calsig represents the rela-
CCQM[19] based on the fact that the NMR signal response tive number of spins (i.e. protons) which cause this resonance.
(more precisely the integrated signal area) is directly propor- ~ The determination of relative area ratigéy is the easiest
tional to the number of nuclei contributing to the signal. way to obtain quantitative results. Ft single pulse NMR

Simultaneously, Maniara et §20] and Wells et al[10,11] experiments with correct acquisition parameters (to be dis-
published an uncertainty of the result of 0.5% for quantitative cussed laterKs is the same constant for all resonance lines
high-resolutiontH and®'P NMR measurements. This value within the same spectrum, such that it cancels for the ratio:
is comparable with HPLC data as the standard analytical tool. I N

. . . . X X
However, their resultincluded only the own experiments, i.e. — = —. (2)
of one laboratory. Hence, this uncertainty value is not rep- Iy Ny
resentative; or in other words, a validation of a method re- The molar rationy/ny of two compoundsX andY can be
quires the comparison of results of various laboratories. For calculated straightforward using:
that reason, first national (NMR-121]) and international " I N
(CCQM-4)intercomparisori@2] have been organized bythe —=% = 222, (3)
Federal Institute of Materials Research and Testing (BAM). " Iy Nx
Including over 30 participants from laboratories of univer- Consequently, the amount fraction of a compoufith a
sities, research institutes, companies and national metrologymixture of m components is given by:
institutes, it was found that the results did differ enormously
(up to 100%) not only between the participating laborato- Zx = ﬁf/Nx
ries but also with respect to the gravimetric reference values >icani Xi—ali/Ni

by analysing a simple five model compound mixture. This ithout any need to consider the solvent signal in which the
unacceptable result is mainly caused by the individual and mixture is dissolved as the only sample preparation step.
independent setup of the measurements and the data process- For the purity determination of a substance an internal
ing and evaluation procedures in each laboratory. standard with known purity is needed. The requirements for
The objective of our efforts was to overcome this serious sych internal standards for gNMR have been described else-

analytical problem by identifying the various sources of er- \yhere[10,31,32] The purity of the analyt® can be calcu-
rors in detail. As a result, a protocol for experimental setup |ated as follows

of the measurement and the subsequent data processing and 1. New M- m

handling has been developed and tested intensively using dif-P, = —— std_Tx ﬂPStd (5)
ferent spectrometer configurations. Additionally, a new na- Istd Ny Ms m

tional intercomparison (NMR-2) with a large number of par- whereMy andMg;gare the molar masses of the analyte and the
ticipants has been performed and proved the applicability of standard, respectiveiythe weighed mass of the investigated
gNMR as validated method. Also, the validation has been samplemsig andPs;q are the weighed mass and the purity of
extended to purity determination of selected pharmaceuticalthe standard anbsiy andlsiyy correspond to the number of
substances. This paper focuses on the detailed description o§pins and the integrated signal area of a (typical) NMR line
all possible sources of errors, their influence on the final un- of the standard, as described above.

certainty budget and, most importantly, on the explanation of

the new measurement protocol for gNMR and its first results. 2.2. Validation

100% )

Often the terms validation, certification, characterisation,

2. Basics and verification are used in the same context causing con-
fusion because of improper use. In the seventies, the term
2.1. Quantitative NMR (QNMR) validation appeared for the first time (1975 in Europe, 1978

in USA) in the literature. Several different definitions of vali-
The basics of high resolution NMR can be found in dation have been describf8]. The combination of the ISO

many textbooks (e.g23-27) and with particular focus on  Guide 2§34] and the EN 4500[35] to the new international
guantitative measurements [28—30] The most important ~ norm DIN EN ISO/IEC 1702536] yields a unique definition
fundamental relation of gNMR is that the signal response for the validation of analytical methods as the ‘confirmation
(integrated signal ared) in a spectrum is directly propor- by examination and the provision of objective evidence that
tional to the number nucléiy generating the corresponding the particular requirements for a specific intended use are
resonance line: fulfilled’ [36]. As a straightforward conclusion non-standard

methods, like NMR must be validated. The validation pro-
I, = KsNy 1) cess requires the testing of linearity, robustness, parameters of
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accuracy (repeatability, comparability and measurement un-
certainty), specificity, and selectivifg7]. Intercomparisons
or round robin tests complete the validation.

2.3. Measurement uncertainty

The two international guidelines (GUNB8] and EU-
RACHEM [39]) describe the procedure how the measure-
ment uncertainty for analytical methods has to be determined.
According to these two guidelines all uncertainti€g), cor-

815

As next step it must be checked that the following relations
holds:

|AL] < 2u(Ay) = 24/ uc(x)? + u(xrer)?.

If true, the systematic error and the uncertainty of the refer-
ence value must be included in the measurement uncertainty
uc(y) for the resulty as follows[40]:

(12)

1e) = \ e @ + A2 + uared? (13)

responding to the parameters of the measurement equatiorf "€ extended measurement uncertaibtys always con-

must be taken into account (uncertainty propagation). For
Eq. (3) the combined uncertainty for the determination of
molar ratiosuc(ny/ny) is given by:

2
()2
y y X/ Lty
with
[x _ Zn :1(xk—)_c)2
" (m) =\ w-p @)

wherexy represents the result of a single measurerkéoiit
of n measurements) whereass the mean value of these

measurements. This combined uncertainty contains and de-

nected with a confidence interval:

U = kuc(y). (14)

A factor k=2 corresponds to a confidence interval of 95%
and will be used in this paper.

If Eqg. (12)is not fulfilled (systematic error too large), the
whole procedure including the experiment must be reconsid-
ered and improved.

3. Experimental
3.1. Materials

Cyclododecane >99%, [2,2]-

(Gy, Merck),

scribes all uncertainties and errors of the whole measuremeniparacyclophane (Par, >99%, Merck), ethyl-4-toluene

procedure.
Inthe case of purity determinations (K§)) the combined
uncertaintyuc(Py) contains additional quantities and it can

sulfonate (ETS, >99%, Merck), 1,2,4,5-tetramethyl benzene
(Dur, >99%, Merck), octamethylcyclotetrasiloxane 4(D
>98%, Merck), and 1,3-dimethoxy benzene (DMB, >99%,

u(My) u(Mstd)

u(my) u(mstq) u(Pstd)

M

calculated by:
M(Ix/IStd)>2+< >2+<
Mstq

uc(Px) = Px\/( I/ Isd

For the uncertainties of molar massgM) the number of
atomsN; of the elementj (e.g. C, H, etc.) and the uncertainties
of the atom massagj) have to be considered as well:

> (i) 9)

J=1

Further, the uncertainties of the initial weighingén)

)+

(8)

my msd Psig

2 2 2
) (e + ()
Merck) were used for the validation of the method. The
1,8-epoxyp-menthane (Cineole, HWI) was taken for purity
measurements. As solvents deuterated chloroform (gDCI
>99.8%, Merck), deuterated benzeng(et99.5%, Merck),
and deuterated dimethyl sulfoxidg-(ODMSO-ds;, >99,96%,
Merck) were used.

3.2. Internal standards

are given by the uncertainty parameters of the used balance

interms of repeatability,,(m) and non-linearityinon-inea{ M)
(these parameters are provided by the manufacturer)

u(m;) = \/uzw(m) + 2u%on-lineat(m)' (10)
The uncertainty of the purity of the standarfPs;g) has to
be considered accordingly.

For a true statement on systematic erraréaccuracy of
the method), the mean valuesnust be checked against ref-
erence valuesres as follows:

(11)

Ay Zf_xRef

Benzoic acid SRM 350a (certified purity of
(99.9958+ 0.0027) g/g%) NIST, Dimethyl terephtha-
late (>99%, Merck).

3.3. Model mixtures

For the validation and intercomparisons three model
mixtures (one main, four minor compounds) were pre-
pared gravimetrically. For the round robin test NMR-1 the
following chemicals have been dissolved in CRalso
assigned as mixture of sample NMR-1): Dur (amount
fraction: 81.50mol/mol%), ETS (13.25mol/mol%), Gy
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(2.70 mol/mol%), 0 (2.23mol/mol%) and DMB (0.351  Table2

mol/mol%). Sample CCQM-P3 contains Dur (94_22 Gravimetric and experimental values of the 13 solutions for linearity testing
mol/mol%), ETS (1.839 mol/mol%), Par (1.253 molimolos), (Molarratio of O refers to Dur)

Cy12 (1.087 mo|/mo|%) and B (1.601 m0|/m0|%) dis- Sample no. Gravimetric value Experimental value

solved in benzenesd Sample NMR-2 consists of Dur (molmol ) (mol mol”)
(97.10 mol/mol%), ETS (1.024 mol/mol%mol%), Par 1 9895 9896
(0.702 mol/mol%), Cy, (0.793mol/mol%) and B (0.380 5 o oo
mol/mol%) dissolved in benzenegs:d 4 7320 7403
5 6307 6365
6 57.56 5812
3.4. Experimental procedure 7 5011 5028
8 4434 4489
Most of the measurements were carried out with a 9 3809 3833
Bruker DMX 400 spectrometer with a 5mm gnp probe 12 igg‘; igig
at 400.13 MHz tH). For comparison, a Bruker DPX 300 ;5 913 909
(5mmgnp, 300.13 MHz), and a Bruker AMX 600 (5 mm bbi, 13 232 229

600.13 MHz) at the Humboldt-University, Berlin, as well as a

Bruker Avance 500 (5 mm txi, 5 mm cryo-txi, 500.12 MHz),

a Bruker Avance 600 (5 mm txi, 600.13 MHz) and a Bruker

Avance 800 (5 mm txi, 800.25 MHz) at Bruker BioSpin, Rhe-

instetten were used. In general, the experiments were mea-

sured with the following parameters optimised for gNMR:

30° pulse, preacquisition delay o, 32 k data points (cor-

responding to a acquisition time of 3.4 s at a sweep width of

4807 Hz), relaxation delay of 10 s (round robin test NMR-1),

20s for NMR-2, and 30 s when using pharmaceutical stan-

dards and a total of 32 scans. Fourier transformation was done

after zero filling the data to 64 k time domain poif4$,41]

and exponential filtering (em command) of 0,3 Hz. Phase and 8 0 B0 80 A3 55 &3 70 B0 98 100

baseline corrections were done manually. This manual mode Gravimetrical reference value (D,) in mol mol”

was used also for the signal integration (choice of integration

limits (generally without the!3C satellites) and if needed  Fig. 1. Test of linearity. Theoretical and experimental molar ratios of the 13

the BIAS- and SLOPE-functions for the integral calculation model mixtures, calculated forDCorrelation coefficient? = 0.99992.

due to improper baseline corrections). For statistical reasons,

each measurement was repeated four times. and accurate measurements. This parameter set has been ob-
tained and secured for sample NMR-1 by comparison with
the gravimetric reference values.

=
B 2] o]
o =] o 8

Experimental value (Da4)
in mol mol ™

n
o

4. Results of validation and discussion
4.1. Linearity

The validation was performed using simple model com-
pounds having sufficiently separated signals (mostly sin-  For checking the linearity of the method, 13 model solu-
gulets) in the aliphatic region. Solvents and analytes with tions were prepared which containy @nd Dur in different
purities >99% were used in general. Thé pOlse lengthand  molar ratios (from 2.32 to 98.95 mol mol for D4) solved in
theT; relaxation times were determined before. The longest CDClz, shown inTable 2
T, relaxation time of 4.3 s was determined for ETiable 1 Fig. 1shows the experimentally determined molar ratios
summarizes the experimental parameters that allow precisefor D4 versus the gravimetric reference values.

Table 1

Standard parameters for measurements with model mixture NMR-1

90° pulse strength 2dB Number of scans 32

90° pulse length 1@s Sweep width 12 ppm (4807 Hz)
Spin rotation 12Hz Filter width 90.000 Hz
Measurement temperature 300K Filter Digital

Pulse angle 30 Number of FID-points 32k
Preacquisition delay Bs Number of Frequency-points 64k

Acquisition time 3.4s Line broadening 0.3Hz

Relaxation delay 10s
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Fig. 2. Test of linearity. Difference between gravimetric and experimental
value vs. estimated experimental value yHat (with yHat = xQ@#hereax
represents the gravimetric value).

Fig. 3. IH-NMR of the model system NMR-1. Aliphatic proton signals.

For the evaluation of the robustness of the method all im-

Linear regression yielded a correlation coefficient of portant parameters of the data acquisition, processing, and
0.99992 and a regression lineyof 1.004. Fig. 2shows the  evaluation of the NMR spectra were varied stepwise in wide
difference between gravimetric and experimental value ver- ranges, starting from the standard s&wb(e J). In order to
sus estimated experimental value yHat (with yHat=1004  stydy the influence of the phase correction on the quantita-
whereasx represents the gravimetric value). For a required tjve result, precisely corrected (phase and baseline) spectra
measurement uncertainty of qNMR of 1% the linearity is \ere compared with such spectra, in which phasing errors
confirmed unambiguously, because for each sample the datgyere implemented intentionally. For the latter case, BIAS
points differs generally by less than 1% from the correspond- and SLOPE were used in order to compensate for these phase
ing gravimetric value (cfTable 2. and baseline correction errors.

As next step those parameter ranges must be determined
which definitively yield wrong measuring results or vice
versa, the parameter sets required for accurate and precise

For the second part of the validation procedure, testing measurements must be found and fixed. The criterion for
of robustness, three gravimetrically prepared model systemsrobust parameters (in the following standard parameters) is
NMR-1, NMR-2 and CCQM-P3 were used. The spectrum in that only a deviation of less 1% relative to the gravimetric
Fig. 3 shows the resonance line of the aliphatic protons of reference value and a uncertainty of less than 1% is allowed.
sample NMR-1. Table 3summarizes all examined parameters and their vari-

Each of the aliphatic signals can be evaluated separately.ations. Parameter values with significant influences on accu-
If, however, theBy field is not shimmed properly two reso- racy are shown in italics, standard values are marked bold.
nance lines of sample NMR-1 (1.33 ppm Gyand 1.29 ppm By varying the spectrometer parameters sets three differ-
(ETS)) overlap partially. In this case only the total integral ent effects can be distinguished: (i) no significant influence
over both lines can be obtained. Therefore, another signal of(robust), (ii) significant influence on the signal-to-noise ratio,
ETS must be evaluated in order to separate the contributionsand (iii) systematic change of correct signal intensity.
of the two compounds from that integral value becausg Cy Most of the parameters do not have significant effects on
has only a single resonance. the accuracy or precision of the method within their evalu-

4.2. Robustness

Table 3
Summary of all examined parameters and their variation ranges

Acquisition parameters Processing parameters

Zero filling: SI=TD;2xTD;

Evaluation parameters

Robust within examined range  Pulse power fot pQlses in dB2; 10 Frequency-independent phase

Preacquisition delay ips:5, 10, 20, 50 and 100 4XTD correction ¢): 0, 0.05, 0.5, 1
Receiver gain512 (automatic), 256, 128 and 64 and 2.5
Sample temperature (K298and 323

Effect on signal-to-noise-ratio ~ Pulse anglg 0, 63, 4530, 27, 18 and 9 Exponential multiplication

Effect on signal intensities

Number of scans: 2048, 512, 256, 128, 16 and 8

Acquisition time (s): 0.1, 0.2, 0.4, 0.9,3.Zand 6.8
Relaxation delay (s): 30, 25, 20, 16, 12, 8,5 and 3
(standard value 10 s for 3pulse)

(em) in Hz:0.3 0.6 and 1.0
Frequency-dependent phase
correction {): 0,0.2,0.5,2,5
and 10

Bold values represent standard parameter sets, italics denote significant influences on the accuracy.
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ated ranges (first case). For example, a change of pulse powecalled Ernst angl§4]). Similarly, a larger line broadening
with keeping the 90 flip angle constant does not cause a improves the S/N, but the simultaneous line broadening of
problem for'H NMR with a shift range of about 15 ppm. In  the signal may complicate the integration routine if an adja-
the same way, a variation of the preacquisition delay from 5 cent resonance is close. Following the suggestioniofter
up to 100us has proven to be robust for the samples stud- [24], the best compromise is to use a small line broadening
ied here. In case that all resonance lines have similar line but a larger number of scans to increase the S/N ratio.
widths, the values of the preacquisition delay in the investi-  For group (iii) parameters like length of acquisition time,
gated limits is not important. It should be noted, that if very length of the relaxation delay and the frequency dependent
short delay betweenbs and about 3fis are used, the first  (linear) phase correction of all lines. It has been found that
data point is modified by the pulse ringdown due to the high an optimum exists for the acquisition time with respect to the
Q-factor of the probes. As only the first data point is af- best accuracy (here 3.4 s for sample NMR-1). Shorter and
fected the Fourier transform causes minor distortions of the longer times decrease the S/N as a result of the acquisition of
baseline; but these are not significant because the NMR linedess signal intensity and of more noise, respectively. A lower
are by orders of magnitude narrower and the baseline hasS/N decreases clearly the precision. For rather short times
to be corrected carefully around the resonance position any-(here lower than 0.9 s) the accuracy is influenced because
way. The reason for choosing a short preacquisition delay isthe NMR signal is clipped. If no FID baseline correction is
that if NMR lines with different transverse relaxation times applied the Fourier transform produces broader signal forms
occur (e.g. NH-protons), a longer preacquisition delay will with (substantial) ‘wiggles’ in the spectra. With FID baseline
change the relative peak areas and leads to systematic errorsorrection wrong intensities follows. The same effect was de-
for the intensity ratio§30]. Furthermore, an increase of sam- scribed by Rabenstein et §5]. The optimum acquisition
ple temperature did not change the results for this sample.time depends clearly on the line width, i.e. on the resolution
Even drastic changes of the receiver gain (however, without of NMR spectra. Narrower signals (lower FWHH values) re-
overload of the ADC) do not change the results because ofquire longer FIDs. The relaxation delay is another important
the long of word length of the ADC'’s. parameter. The longest Telaxation time was 4.2 s such the
Another parameter may be seen in the amount of zerorelaxation delay must be set to at least 20 s (in case of a 90
filling. There is again no influence, provided that the FID has pulse angle) in order to avoid selective saturation effects. Fi-
been measured long enough (see below). A criterion for this nally, frequency dependent phase errors of larger thanet0
statement is that after the Fourier transform no significant sulting from improper spectra processing cannot be corrected
wiggles appear. In Ref§41-43]it is described, that at least  with the BIAS and SLOPE functions of the integration rou-
five data points must appear above the half width for each tine and yield significant deviations of the calculated areas of
resonance for a precise and reliable subsequent integration.larger than 1%. This result agrees again with Rabenstein and
For the second group (ii) the signal-to-noise ratio (S/N) in Keire[29]. However, as such phase errors can be seen easily
the spectra can be influenced by variations of the pulse flip in the spectra they can be avoided.
angle, the number of scans, and the line broadening (Ib) using  For further investigations on comparability and for the
an exponential multiplication (em). The main resultis thatthe continuation of the intercomparison program, two new model
given S/N for each signal affects strongly the precision. A de- mixtures, NMR-2 and CCQM-P3, were prepared gravimetri-
tailed investigation shows$(g. 4) thata S/N of atleast 150is  cally. Fig. 5displays the NMR spectra of the aliphatic proton
required for the target uncertainty of 1%. A smaller flip angle signals of sample NMR-2.
decreases the S/N for a given experiment time and repetition Based on the previous results a protocol for both the mea-
delay. For short pulse angles (ca’3hd less) the repetition  surement and evaluation procedure of quantitatideSP-
time between the experiments can be shortened such that &NMR was established. For this intercomparison the standard
better S/N can be obtained in the same experiment time (so-

H,C CH; J H,C—CH,

25% YO b
e b, c—CH MG =
H,C— _-CH,
R 20%T Dur—» ot
. % He_oH,
£ 15% * H,C——CH, e & © Qem
;@ HC 4 eH
5 10%T [:j@ R ne o,
(&) R
:C) 5941 H,C—CH, ‘/)\TS:), o._cH - b
W Par—» 13g | 3¢ ETOS
(YRR S S S e S (RS BAALALLAARL 4 \
0 50 100 150 200 250 300 350 400 450 500 550 600 ! ,U L,Jhl lll A
Signal-to-noise-ratio (S/N) 3.0 25 2.0 15 10 05 ppm

Fig. 4. S/N and its influence to the uncertainty of gNMR. Dotted line rep- Fig. 5. 'H-NMR of the model systems NMR-2. Aliphatic proton signals.
resents an uncertainty level of 1% relative. Spectrum of CCQM-P3 is similar.
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Table 4
Comparison of the results using various evaluation software packages: Bruker XWinNMR (XWN), Bruker WinFit (WF), and MestRe-C (MR) in different
phase and baseline correction modes

XWN-1 XWN-2 XWN-3 MR-1 MR-2 MR-3 WF
Correction Phase Man. Man. Auto. Man (0.1 Man. (T°) Auto. By XWN
Baseline Man. Man. Auto. Man. Man. Auto. By XWN
Integration No Man. No No No No Not appl.
Compound ETS Relax (%) -0.1 -0.2 -3.9 —0.02 -4.0 -22 -6.3
Rel. u(x) (%) 04 0.4 0.24 0.6 3 11 14

Man. = manual; auto. = automatic; not appl. =not applicable.

parameter set ofable 1were given to each participating matic modes (XWinNMR, MestRe-C). The results for dif-
laboratory. Furthermore, the relaxation delay was increasedferent combinations of correction modes are summarised in
to 20 s to minimize selective saturation effects. This corre- Table 4

sponds to seven times the longest relaxation fimé the One of the main results is that precise and accurate results
samples. All measurements were done without sample rota-can be obtained only by an extremely careful manual spec-
tion in order to avoid the appearance rotational lines. Careful trum correction and manual integration. The automatic cor-
manual phase and baseline corrections have been prescribedection routines of XWinNMR) work reliable, but for weak
and, if needed, correction of the integral trials with BIAS and signals the integrals yield wrong values (too small) because
SLOPE were allowed. Furthermore, the integration limits for it turned out, that baseline is slightly negative in such cases
the NMR lines were correlated to the FWHH of each sig- (ETS signal in NMR-2). The automatic routine of MestRe-C
nal. The limits extend over a frequency range of 64 times the produces slightly wrong phase and baseline corrections. This
corresponding FWHH value ensuring that 99% of the whole yields inaccurate results with regard to the precision (relative

signal is included29]. uncertainty up to 11%) and the accuracy (relative deviation
The results of measurements at different magnetic field up to 22%).
strength$3p and with different types of NMR probes proved Instead of the signal integration a line shape fit can be used

the robustness of the method. If the same operator uses difto determine the signal areas of interest. The problem is that
ferent NMR spectrometers (e.g. 400 MHz (BAM), 500 MHz, a unique profile for the line shape does not exist, because it
and 800 MHz (Bruker) with the sample NMR-2; 400 MHz depends — among others — on the shim stage (field homo-
(BAM), 300 MHz, and 600 MHz (Humboldt University) with  geneity) of the magnets and including the probes (cf. Augner
solution CCQM-P3) a relative uncertainty value and a devia- [49]).

tion from the reference values of smaller than 1% is obtained.  Based on these robustness investigations and taking into
If spectrometers are used that do not have digital filtering ca- account all the described problems an operation instruction
pability it must be ensured that the analog filter width is set was developed as a first step towards a norm for quantita-
properly. Otherwise intensity distortion may occur. It was tive 'H-SP-NMR. This instruction permits to obtain reliable,
found (using a 600 MHz spectrometer) that if the frequency precise and accurate results, independent of the individual
offset of a resonance line from the r.f. is 3kHz a filter width spectrometer configurationgable 5summarizes the specific

of 8.4 kHz causes an unacceptable signal damping of aboutspectrometer parameters. Furthermore, baseline and phase
2.1%. The comparison of the performance of various NMR

probes showed that the 10 mm probes (10 mm HR, 10 MM Taple 5

Si-special) lead to significant deviations up to 9% from the Summary of the universal spectrometer parameters for gNMR

gravimetric reference values whereas the 5mm gnp and txiparameter Nomenclature Value

probe at 400 MHz enable precise and accurate measurements. of Bruker

The reasonis the largerinhomogeneous r.f. field in the 10 mmgg: pulse strength PI1 Instrument specific
probe. Another problem was found for the 5mm txi-cryo 90° pulse length P1 Instrument specific
at 500 MHz (Bruker) which gave in general reliable results. Spin rotation Optional

Measurement temperature TE 300K

However, for very intense signal strengths (here the main
y 9 9 ( Frequency of excitation ol Middle of spectrum

component Dur of NMR-2) radiation damping occurs obvi-

. ] . 9 Pulse angle 30

ously which causes a line broadening of this sidhél47] Preacquisition delay DE 5s
As a result the integration limits could be chosen only as 28 Acquisition time AQ 3.41s
times the FWHH instead of 64. Hence, its intensity differs by Relaxation delay D1 >(7/3)xlongest §
1.4% from the gravimetric reference value. Ei‘:‘t’gfs’vmgth FSV\\;V >12%‘;F;Tn

Next, the possible influences of various spectra processingy,,mper of FID-points ™ T30k
and evaluation software packages have been tested (Brukeriyumber of scans ns Declined of reached S/N
XWIinNMR (XWN), WinFit (WF), and the freeware MestRe-  Signal-to-noise ratio SIN >150
C (MR) [48]). Additionally, the manual correction of phase Line broadening (em) Ib 0.3Hz

and the baseline modes were cross-checked with the autoNumbper of frequency-points Sl 64k
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Fig. 6. Repeatability and comparability study at NMR-1 (ETS). Numbers

1-7 repeatable measurements over the time, 8 and 9 comparable measur:

ments with another probe (txi) as well as 10 and 11 with another operator.

correction must be performed with high precision manually
and correction of the integration trail is allowed. The integra-
tion limits cover a frequency range of 64 times the FWHH of
the resonance line.

4.3. Parameters of accuracy

e-
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of 95% (= 2), which applies for the determination of molar
ratios and of amount fractions.

4.4, Specificity and selectivity

As key prerequisites the specificity and selectivity must
be checked for each sample prior to gNMR investigations.
Specificity means the ability to assess unequivocally the an-
alyte of interest in presence of other components (here for
NMR: the unambiguous assignment of all NMR lines to the
structure of the analyte). The selectivity of a method is given
by the ability to determine analytes of interest in a complex
mixture without interference from other components in the
mixture. These checks have been carried out for all samples.

4.5. Intercomparison

To generalize the former results, another national inter-
comparison (NMR-2) was organized and performed. 33 lab-
oratories of universities, research institutes and companies
took part. Spectrometers of different manufacturers (Bruker,
Varian, and Jeol) and with differentoHield strengths {H
NMR frequencies between 200 and 600 MHz) were used.
All participants were asked to analyse the sample NMR-2

The robustness investigations give a first hint on the uncer- using the developed protocol (s. above, parameter values of

tainty for the repeatability and comparability. If a measure-

Table 9 and the suggested careful manual phase and base-

ment is repeated five times with the universal parameter listedline corrections together with a manual integration procedure

in Table 5an extended uncertainty of 1.5% and less is ob-
tained for each compound of the three model systems (NMR-

1, NMR-2, CCQM-P3). Systematic errors (cf. Efj2)) were

with an integration range of 64 times the FWHH.
Under these circumstances, most results of the molar ratio
determination of all components (each referred taLsre

not found. Furthermore, eleven measurement series for thewithin a deviation of less than 2% from the gravimetric ref-
sample NMR-1 were carried out over a period of five months erence values (numbers 12 and 14 are the BAM d&ig).7
in order to estimate the value of repeatability as function of shows the data for the component Par.

time. Also, the comparability was tested by changing both

the NMR probe as well as the operatéiig. 6). For each

A similar result was obtained for the determination of the
amount fractions. As seen Fig. 7 few data show up with

of these measurement series an extended uncertainty of lessonsiderably larger deviations from the gravimetric reference

than 1.5% was obtained.

value. It could be verified that these deviations were caused

The same measurement uncertainty was obtained for specby the operators of participating laboratories. In some cases
trometers operating at various magnetic fields and different (hnumbers 35 and 36) improper phase and baseline correc-

probes (cf. above).

tions were applied or differently large integration limits were

Altogether, it was shown that a measurement uncertainty used (factors of 5 to 92 instead of 64). These results are not

for gNMR of 1.5% can be achieved for a confidence interval

considered for this reason for the intercomparison evaluation.
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Fig. 7. Results of intercomparison NMR-2: molar ratio of Par refers tpCy
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Fig. 8. Comparison of processing and evaluating by different operators.

It turns out, that the measurement uncertainty of 1.5% is  The investigation of selectivity was more difficult. The
obtained for a confidence interval of 95%=2) for each first point is, that théH spectrum of the solvent showed the
compound, valid for determination of both the molar ratios presence of impurities. These impurity signals are not super-
as well as the amount fractions. This result demonstrates theimposed with the cineole lines. However, impurity signals
importance of a protocol for accurate and precise measure-(marked by circles irFig. 10 appear in the 2D H,H-COSY
ment results with gNMR in comparison to the results of the spectrum which are located directly under the analyte signal
two round robin test NMR-121] and CCQM-4[22] (mea- at 1.3-1.6 ppm (multiplet of protons 2,3a,4,5a and 6, numer-
sured without a protocol as described in chapter 1), where theation cf.Fig. 9). These impurity signals were recognized by
results did differ enormously (up to 100%). cross peaks to other signals (two doublets at about 0.9 ppm)

As next step, the raw data (NMR FID’s) of 16 participants that have nothing in common with the cineole spectrum.
have been processed and evaluated by one of us (F.M.). The Dimethyl terephthalate was used as internal standard for
results are summarizdelg. 8 The general trend is that the the quantification. Its purity was traced back to the certified
precision is distinctly better under these circumstances. Thereference material benzoic acid (SRM 350a) by additional
strong influence of the ‘quality’ of the operator on the final gNMR measurements. All experiments were carried with the

results is obvious. parameters given ifiable 5 The only exceptions concern a
As a conclusion, gNMR can be used as analytical tool longer relaxation delay of 30 s (because of longerelax-
with a high metrological quality (cf. also Wells et §0,11] ation times of the aromatic protons of the standard) and the

and Maniara et a[20]). However, the results of the presented integrations limits for which only 32 times the FWHH was
round robin tests proof the enormous influence of the operatorused. Sixty-four scans were accumulated. The analyte signal
on the accuracy. at 1.12 ppm was selected for quantification. It was evaluated

In summary, a protocol has been developed that allows againstthe monitor signal of the internal standard at 8.07 ppm
gNMR with a measurement uncertainty of 1.5% for 2, (Fig. 10).

using the guidelines GUNB8] and EURACHEM[39]. This The purity determination was done by five weighings of
measurement protocol, summarizediable 4 can serve as  about 10 mg of analyte and standard, solved in DMSO-d
a standard operation procedure (SOP). The stability of such a solution was tested over three days

prior the purity measurements. The calculated mean value

5. Results of purity determination of pharmaceutical ’ 350 9,10
substances ey .

The purity determination of technical products uses the 4
same principles as the molar ratio determination protocol. 3 !
Therefore, the results of the robustness tests can be adoptec 2 6

In the following, the complete measurements procedure is HaG

described for cineole dissolved in DMSQ@-@\s pointed out
earlier, the checks of the specificity and selectivity are the

key issues because such samples are very likely to contain |, 5 2,3, 4,5.,8
impurities. DMSO-ds SULA_,JL_J
The specificity test could be checked successfully. The _| A
recorded'H-NMR spectrum of the analyteF{g. 9) can be 35 3.0 25 2.0 15 1.0 ppm

assigned to cineole. 2D NMR (H,H-COSY, HMQC) support
this assignment. Fig. 9. Structure andH-NMR spectrum of cineole.
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Fig. 11. Purity determination of cineole against internal standard dimethyl
terephthalate.

of 98.8 g/g% with a variance of 0.1 g/g% was in good agree-
mentwith the reference value of the manufacturer, 98.5 g/g%
determined by gas chromatography (GC) and Karl-Fisher
titration (KF). The extended measurement uncertainty is

Table 6
Uncertainty budget for the purity determination of cineole

Uncertainty Value u(x) Rel. u(x) (%)
Integration 98.81% 0.14% 0.14
Mol mass analyte (g mok) 154.24 0.008 0.005
Mol mass standard (g mot) 194.19 0.008 0.004
Weigh analyte (mg) 10.94 0.03 0.27
Weigh standard (mg) 10.06 0.03 0.30
Purity of standard 100.00%  0.15% 0.15
Comb. uncertainty 0.45
0.45g/g%
0.99/g%

ppm

ctrum of cineole.

0.99/g% (eq. 8<=2).Table Gillustrates the complete uncer-
tainty budget for this purity determination with qgNMR.

Last but no least, the linearity was verified once more
using five solutions of different relative concentrations. A
correlation coefficient of?=0.9998 was obtained. Further
investigations are in progress for purity determinations of
cavaine, cichoric acid, and rutin.

6. Conclusion

It has been shown that single pulsd-NMR fulfils all
requirements to be used as a validated method for quantita-
tive determinations of amount fractions and molar ratios of
dissolved sample mixtures. An operation protocol for quanti-
tativelH NMR measurements has been developed that takes
into account all relevant parameters for the data acquisition

'and data processing with subsequent evaluation. This proto-
col has beentested in around robin test. This intercomparison
also showed the significant influence of the operators han-
dling the data. A main result is that gNMR can be preformed
only with experienced personnel.

Following the suggested protocol a measurement uncer-
tainty (calculated according to the guidelines of GUM and
EURACHEM) of 1.5% is obtained (at a 95% confidence in-
terval with k=2) for the determination of the molar ratios
and the amount fractions. Finally, this procedure can also
be used for validated purity determinations of pharmaceuti-
cal standards. A first example (cineole) is presented in this
paper. Advantages of gNMR are a simple sample prepara-
tion and a rather quick and easy analysis (main component
method).
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